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1. Introduction

The philosophy of statistics lies in terms of the application mechanism to try to model different phenomena with models
that are as close as possible to the actual reality. These models measure the degree of their strength according to the degree
of their affinity with the statistical inferential properties. And that these models are on different forms and types, some of
which are probabilistic, and that their formulation depends on pure probabilities (as in time series models).

Forecasting is one of the most important pillars in support of different planning processes. As it is not possible to complete
any planning work if it is not based on scientific forecasts based on methodological methods. Therefore, the enterprises
resort to choosing the most appropriate methods of forecasting from among these abundant quantities of these methods
based on the extent of their needs and capabilities. Time series method is one of the most important methodology of high
power which used prediction applications. The Box-Jenkins method is one of the best methodological methods for time
series analysis.

The aim of the research is to procedure comparison between prediction with the best model of state space models and
prediction in the manner of symmetric patterns of the algorithm Singh) 2001) according to the criteria of the prediction
accuracy test )MSE, MAPE, MAE( through the application on real data

2. Local approximation using Pattern Modeling and Recognition System (PMRS)
Local approximation patterns can be used to predict future series time behavior [Singh, 2001]. When using this technique,
the time series can be represented as a vector in the following way:

Y =(,%,Y;,...,Y,) @8]
Therefore, if the current value of the time series when [k=1] it can be represented by the last value in the time series Y_i,
which is represented by Y _n, and one of the simple methods of forecasting can be adopted to diagnose the neighbor closest
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to Y_n the past values. For example, it can be said that Y_j its prediction Y_(n+1) depends on the value Y_(j+1), and it
can be expanding the current value of the time series Y_n to include more than one value, for example: when [k=2] Sc will
define the current values as Sc={Y_(n-1),Y_n } and represent the last two values of the time seriesY _i, and changing the
direction of the current combination is called Pattern.

Therefore, the current values of the series prediction depend on the past values Sp={Y_(j-1),Y_j } and the value of the next
series Y_P~+ that were given before Y_(j+1), provided that we prove that the values {Y_(j-1),Y_j } are the closest
neighbor to the values {Y_(n-1),Y_n } and when some prediction measures are used, the states will be referred to as
patterns. In theory, the current values can be used for any volume but in practice, current values can be represented only for
the optimum size of past values of the same volume which gives a more accurate prediction whether the nearest neighbor is
small or large. The prediction procedures can be illustrated according to the fuzzy symmetric pattern method through:
[Singh, 2001]
Y =@(Sc,Sp,Y_P*+,K,C) (2)

As: Y "represent predicting a step forward, Sc represent the current values, Sp represent past values, Y _P"+ represent the
series value that results from the past case Sp, K represent pattern size and C represent intended to find an identical
matching to the original matching.

To illustrate the matching process for predicting the time series of the future, we assume that the time series is represented
as a vector since (n) the total number of observations in the series. In most cases, the series is represented as a function of
time, that is , the series can be defined S={S 1,S 2,....S (n-1) } as the difference vector representing the transition from
The case (n) to the case (n+1). As:

S=Y_,-Y Vi ,1<i<n-1 3

The nearest neighbor is defined mathematically, the series is encoded Y as a vector with respect to the change in direction.
For this purpose, Y_iitisencoded as O if Y_(i+1)<Y_i aslif Y;,; <VY; aslifV¥,,, >Y,and2ifY;,; =Y; as follows:

0 if Yy <Y
Vi={1 if Yiua> Y, @
2 if Yir= Y

Therefore, the complete time series is encoded as b_i binary values are either zero or one except in some cases where the
series value does not change. We will denote it by (2). The patterns differ according to their size, but most of the time they
are (2 <k <5) and that the number of possible shapes at the font size (k) is (2k+1), knowing that there are many matching
to one pattern. Patterns with small sizes will have simple and distinct shapes while patterns with large sizes will have
complex shapes[Singh,2000].

3. Algorithm of Fuzzy Pattern Matching for (Singh, 2001)

This algorithm was suggested by the researcher Singh, and it is present in a lot of research McAtckney & Singh (1998) ,
Singh(1999) & Singh( 2001) and its steps are as follows:

We start by choosing the pattern that has the lowest magnitude, that is k=2 taken from the last two values of series P’ =

(bn—2: bn—l)-

We look at the coded time series(by, b, ..., b,,_3) to find the closest matching for P. Assume the closest matching is P"’ =
(bj_1, bj) to group P'& P"' corresponds to (S,_», S,—1) & (Sj—1, S;)respectively, j represents the location of the matching.
Then we use the following equation: -

k
V= Wi(Sui =50 (5)

iz
As: j represent the matching site, S represent the view difference value, k represent the size of the pattern and W_i equal to
one for all sizes.
Calculating the expectation value Y, as it depends on Eq.(5). We take the lowest value of V what is the value of (j)
corresponds to less V. if it is (b; = 1) then the expectation for the value (V;,..;) is higher and that:
Yn+1 = Yn + BSj+1 (6)
If it is (b_j=0) then the expectation value is for (Y_(n+1)):

31



Iragi Journal of Statistical Sciences, Vol. 19, No. 1,2022 , Pp. (30-37)

Yosr =Yn — BSji 7
And if itis (b; = 2) then the expectation value is for (Y,,):
Ynir =V 8
As:
1S
B=—) 21 9)
k i=1 Sj_l

As: Y, represent the last value of the original series. Y;,,; represent the value to be predicted. S;, represent the difference
in viewing value (j+1), i.e. Sp41 = Yj4, — Y41 b; represents the encoded value of the watch ( j). n represent sample size. k
represent size pattern, and i represents a counter for values k starting from 2 to 5.
When making steps 1 to 3 with this, we have predicted one step forward when (k = 2), and so we repeat the steps until the
prediction values are completed when (k = 2).
Resize k and repeat steps 1 to 4 and after applying all the sizes for k we will use error measures to find the best size whose
prediction values are close to the original values.
4. State-Space Models
The state space is a special mathematical approach to representing the different dynamic systems based mainly on the
notion of the Markovian property. The representation of the state space is a mathematical model to represent a physical
system as a set of inputs and outputs by means of a pair of differential differentiation equations of the first order, the first
describing the input vector at time (t+1) and symbolizing it X,,,with a significance X, as well as the input U, and called
the state equation, while the second describes the output Y; significance of both the inputs X; and the inputsU,, this
equation is called the observation equation. These two equations can be clarified in the case of a single input single output
(SISO), as follows:[ AlKayat, 2011][ Ibrahim & Hayawi, 2021]
Xes1 = AX, + BU, (10a)
Y, = CX, + DU, (10b)
As: A represents the independent dynamics of the system with the dimension (n x n). B represents the effect of control verbs
in the dimension (n x n). C represents the projection to the observed variables in the dimension (nx1). and D represents real
value.
These two equations play an important role in the study of dynamic systems, as the inputs and outputs are expressed through
a differential equation when there is a specific system in the intermittent time and there are usually uncontrolled disturbances
deal as random variables or disturbances affecting the outputs|Guerbyenne & Hamdi, 2014], [Nelles, 2001]. The case space
models give effective basics in time series analysis within a wide range in many fields including engineering and economic
matrices and among many researchers among them [Box & Jenkines et al., 2016] and there are several reasons for using case
space models because they give a sophisticated set of recursive equations that are used to find Prediction, this method is
called the Kalman Filter, which helps to facilitate the calculation process to find the prediction error [Kalman, 1960]. The
case space models are also known as the internal model because they are unique from other models by being in parallel with
the variables that can be measured, and which cannot be measured, they are included in the model, for details|[Box &
Jenkines et al., 2016] [Hayawi, 2022].
5. Testing the accuracy of predictive results
Accuracy is often called the word goodness of fit, which refers to how to make the prediction model able to generate data
with efficiency, and there are several criteria by which to adjust the accuracy of the model in prediction, including: [ Tohme ,
2012]
1-  The Mean Square Error: is defined by the following formula:

_ ?:1(Yt - ?t)
e (11)

Since: Yt represents the true values of the series, ¥, represents the predicted values of the series, and n represents

the prediction period.
2- The Mean Absolute Error: can be found by the following formula:

MSE

-7,
MAE = W (12)
3- Mean Absolute Percentage Error: is calculated as follows:
[ VAR AV 4
MAPE = Ziaa|Ye — F/¥e| * 100 (13)

n
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6.The practical side

In this research, real data was used, and it is economic observations that were previously addressed by researchers Box and
Jenkins (1976), which is Ut, which represents a leading indicator. and the outputs Yt represents sales and includes (150)
pairs of inputs and outputs[Box & Jenkines, 1996]. The input and output data can be represented in the following two

forms:
. - 4 aad
o . ."llI
I - L = ,\l’;\)\"'ﬁ«fﬁ
M “f)[‘?\u =1/

Figure 1. represents the timeline graph of the Figure 2. Represents the timeline of the outpat
inputs, whichrepresents the leading indi cator

which represents sales

We notice from Fig. (1) and Fig. (2) that the data are unstable. Box and Jenkins (1976) researchers processed the first
difference of the two series. 145 views were taken from the data and the rest was used for prediction.

A case space model was found for the data with different parameters and selecting the best model that has the lowest value
for the statistical criteria as shown in table 1.

Table 1. State space models of various ranks with criteria

Wks\ AIC Loss fun. FPE
Ran

1 0.5310 1.3924 1.70185

2 0.2839 0.890379 1.33557

3 -0.4758 0.341028 0.633337
4 -0.9273 0.13246 0.16858

5 0.6018 0.481181 2.4059

We notice from Table (1) above that the best model of the fourth-level case space has the lowest AIC, Loss function and
FPE standard and is formulated as follows:

[ -0571 2.7689 -0.80335 -1.3188  1.1337 |
-0.67978 0.87412 -0.50666 0.64417  0.24174
-29175 47416 -1.9105 -1.6517 2.1577

A=l 020077 —03237 048917 —025331 —0.82795

14372 -2.2158 076012 1571  —11798
! |

(10253 ] [ 25.972 [3.2701
20.271 7.8994 1.2645
B=| 15953 | , K=| 46546 | , X(0)=| 13.872
3.2534 —~4.1389 ~7.7074

| -93.239 | —22.47 | | —1.3809 |
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C=[1504 3.603 2.9059 -0.76076 —3.1034]

The value of D = 0, and using the MATLAB system, the best case space model was represented by the ARMAX model
formula. To ensure the accuracy of the results obtained in terms of the accuracy of the state space model, a random
drawing of the remaining series can be observed, as shown in the following figure:
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After that, the state space moc Flglure 3. The random drawing the residual series of the

Table 2. The prediction values of the state space model.

A

After that, the application was made using the matching patterns method on the research data where the patterns vector
was found using the Eq.(4) and the differences and the series of patterns were found for the data as shown in Table (3) the

following:

Table 3. The original data with finding the series of differences and the series of patterns.

series Original values ' Forecast values !
146 263.3 263.7
147 262.8 262.3
148 261.8 262.8
149 262.2 262.6
150 262.7 262.2

patterns | Vector of vector of
T Y, Vector | differenc | T Y, Pattens | differences
o oS Vector p S
1 200.1 0 -0.6 74 209.7 0 -0.9
2 199.5 0 -0.1 75 208.8 2 0.0
3 199.4 0 -0.5 76 208.8 2 0.0
4 198.9 1 0.1 77 208.8 1 1.8
5 199 1 1.2 78 210.6 1 1.3
6 200.2 0 -1.6 79 211.9 1 0.9
7 198.6 1 1.4 80 212.8 0 -0.3
8 200 1 0.3 81 212.5 1 2.3
9 200.3 1 0.9 82 214.8 1 0.5
10 201.2 1 0.4 83 215.3 1 2.2
11 201.6 0 -0.1 84 217.5 1 1.3
12 201.5 2 0.0 85 218.8 1 1.9
13 201.5 1 2.0 86 220.7 1 1.5
14 203.5 1 1.4 87 222.2 1 4.5
15 204.9 1 2.2 88 226.7 1 1.7
16 207.1 1 34 89 228.4 1 4.8
17 210.5 2 0.0 90 233.2 1 2.5
18 210.5 0 -0.7 91 235.7 1 1.4
19 209.8 0 -0.1 92 237.1 1 3.5
20 208.8 1 0.7 93 240.6 1 3.2
21 209.5 1 3.7 94 243.8 1 1.5
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22 213.2 1 0.5 95 245.3 1 0.7
23 213.7 1 1.4 96 246 1 0.3
24 215.1 1 3.6 97 246.3 1 1.4
25 218.7 1 1.1 98 247.7 0 -0.1
26 219.8 1 0.7 99 247.6 1 0.2
27 220.5 1 33 100 247.8 1 1.6
28 223.8 0 -1.0 101 249.4 0 -0.4
29 222.8 1 1.0 102 249 1 0.9
30 223.8 0 -2.1 103 249.9 1 0.6
31 221.7 1 0.6 104 250.5 1 1.0
32 222.3 0 -1.5 105 251.5 0 -2.5
33 220.8 0 -1.4 106 249 0 -1.4
34 2194 1 0.7 107 247.6 1 1.2
35 220.1 1 0.5 108 248.8 1 1.6
36 220.6 0 -1.7 109 250.4 1 0.3
37 218.9 0 -1.1 110 250.7 1 2.3
38 217.8 0 -0.1 111 253 1 0.7
39 217.7 0 -2.7 112 253.7 1 1.3
40 215.0 1 0.3 113 255 0 -38.8
41 215.3 1 0.6 114 216.2 1 39.8
42 215.9 1 0.8 115 256 1 1.4
43 216.7 2 0.0 116 257.4 1 3.0
44 216.7 1 1.0 117 260.4 0 -0.4
45 217.7 1 1.0 118 260 1 1.3
46 218.7 1 4.2 119 261.3 0 -0.9
47 222.9 1 2.0 120 260.4 1 1.2
48 224.9 0 -2.7 121 261.6 0 -0.8
49 222.2 0 -1.5 122 260.8 0 -1.0
50 220.7 0 -0.7 123 259.8 0 -0.8
51 220 0 -1.3 124 259 0 -0.1
52 218.7 0 -1.7 125 258.9 0 -1.5
53 217 0 -1.1 126 257.4 1 0.3
54 215.9 0 -0.1 127 257.7 1 0.2
55 215.8 0 -1.7 128 257.9 0 -0.5
56 214.1 0 -1.8 129 257.4 0 -0.1
57 212.3 1 1.6 130 257.3 0 -9.7
58 213.9 1 0.7 131 247.6 1 11.3
59 214.6 0 -1.0 132 258.9 0 -1.1
60 213.6 0 -1.5 133 257.8 0 -0.1
61 212.1 0 -0.7 134 257.7 0 -0.5
62 211.4 1 1.7 135 257.2 1 0.3
63 213.1 0 -0.2 136 257.5 0 -0.7
64 212.9 1 0.4 137 256.8 1 0.7
65 213.3 0 -1.8 138 257.5 0 -0.5
66 2115 1 0.8 139 257 1 0.6
67 212.3 1 0.7 140 257.6 0 -0.3
68 213 0 -2.0 141 257.3 1 0.2
69 211 0 -0.3 142 257.5 1 2.1
70 210.7 0 -0.6 143 259.6 1 1.5
71 210.1 1 1.3 144 261.1 1 1.8
72 211.4 0 -1.4 145 262.9 * *
73 210 0 -0.3

Using Singh (2001) algorithm which depend on finding the matchings of a pattern (k = 2) and the better matching gives the
lowest value of the equation , and so we predict the rest of the series values, and repeats the same steps for the rest of the
sizes (k = 3,4,5) so the results of the prediction using fuzzing matching patterns using this algorithm is shown in Table (4)
the following:
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Table 4. The forecast values of matching patterns

A

series Original values Y, Forecast values Y,
146 263.3 255.66
147 262.8 217.45
148 261.8 227.24
149 262.2 228.52
150 262.7 228.52

By comparing the predictive values of matching patterns with the status space through the criteria used for each of them, it
was noted that the best predictive values can be obtained through the status space and according to the criteria for choosing
the prediction accuracy as shown in Table (5) the following:

Table 5. The values of the models quality test criteria in forecasting.

models MSE MAE MAPE
matching patterns 2.25001 1.24900 86.4987
status space 0.100519 0.608259 122.657

7. Conclusions

The research concluded some conclusions, including:
It was found through practical application that the prediction of linear dynamic models, which are models of the state
space, gives better predictive values than matching patterns.
The mean square error, forecast error, and test criteria for the accuracy of predictive results of linear dynamic models
represented by state space models were less than in matching patterns, Which indicates the superiority of the dynamic
models over the symmetric patterns and predict the future values of the case study.
The same study can be used for sophisticated matching patterns algorithms and compare their predictive values with
dynamic models to see which gives better results in prediction
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