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A Nonlinear Conjugate Gradient Methods Based on a
Modified Secant Condition

Dr. Basim A. Hassan Hameed M. Sadiq™

Abstract

In this paper, a new nonlinear conjugate gradient methods
based on the modified secant condition is derived which are
given by Li and Fukushima (Li and Fukushima, 2001). These
methods showed global convergent under some assumptions.
Numerical results indicate the efficiency of these methods to
solve the given test problems.
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1. Introduction
There are now many conjugate gradient schemes for
solving unconstrained optimization problem of the form :

minf(x) , xeR" )

where f:R" — R is a continuously differentiable function whose
gradient is denoted by g.

Conjugate gradient methods are very efficient for solving
(1) especially when the dimension n is large. A nonlinear
conjugate gradient method generates a sequence {x}, starting
from an initial point x. e R", using the recurrence

X =% +o,d,, k=01,... .. (2)

where x, is the current iterate,«, is a positive scalar and called
the steplength which is determined by some line search, and d, is
the search direction generated by the rule
— Ok ifk=0

o~ {— ey + A, if k>0

where g,., iIs gradient of fat x_,, and g, is a parameter such

that the method reduces to the linear conjugate gradient method
in the case when f is strictly convex quadratic function and the

line search is exact. Well-known conjugate gradient methods
include the Fletcher-Reevess (FR) method (Fletcher and Reeves,
1964), the Polak-Ribiere-Polyak (PRP) method (Polak and
Ribiere, 1969), the Hestenes-Stiefel (HS) method (Hestenes and
Stiefel, 1952), the Conjugate descent (CD) method (Fletcher,
1989), the Dai-Yuan (DY) method (Dai and Yuan, 1999) and the
Liu-Storey (LS) method (Liu and Storey, 1991), They are
specified by

B = ||gk+1|| B = g;—ﬂyk Brs = g;—ﬂyk 4)
k k 2 Pk — T e
” k” ” k” dy Vi
D _ ”g k+1|| DY ”g k+1|| Ls _ _ O (5)
P are, P Tary P T T,

respectively, where y, =g,,,—g, and ||| stands for the Euclidean
norm of vectors.



Iragi Journal of Statistical Sciences (24) 2013 [3]

In the convergence analysis and implementation of
conjugate gradient method, one often requires the exact and
inexact line search such as the Wolfe conditions or the strong
Wolfe conditions. The Wolfe line search is to find «, such that

f(x +a,d)< f(x)+6a,9rd, e (6)

d g(x +ad)>cd g, (7)

with 0< 6 <o. The strong Wolf line search is to find «, such that
f(x +ad,) < f)+a9ld, ®)

Ao +ad)<-odig, (9)

where 0<8 <o <1 are constants, by Li and Weijun (Li and
Weijun, 2008).

In order to introduce our method, let us simply recall the
conjugcy condition proposed by Dai and Liao (Dai and Liao,
2001). Linear conjugate gradient methods generate a search
direction such that the conjugacy condition holds. Namely

dQd; =0 vizj .. (10)
where Q is the symmetric and positive definite Hessian matrix of
the quadratic objective function f(x). For general nonlinear
function, it follows from the mean-value theorem that there exists
some 7 < (0,1) such that

di.Ye = d., Vi (x, +t,d)d, (11)
Therefore it is reasonable to replace (11) by the following
conjugacy condition:

dl.y,=0 (12)

Dai and Liao (Dai and Liao, 2001) used the secant condition of
quasi-Newton methods that is

BeuSk =Y« @3)

where B, IS some nxnsymmetric and positive definite matrix.
For quasi-Newton methods, the search direction d,, can be
calculated in the form



[4] A Nonlinear Conjugate Gradient Methods Based . . .

d..=-B.0u e (14)
by the use (13) and (14) we get that
d;—+lyk = dIIJrl(BkJrlSk) = dIIJrlBkJrlSk = _g;—+lsk """"" (15)

the above relation implies that (12) holds if the line search is
exact since in this case
d,.5. =0, however, practical numerical algorithms normally

adopt inexact line searches instead of exact ones. For this reason,
Dai and Liao replaced the above conjugacy condition by

di .Y =-t9,.5 e (16)

where t is a scalar.
To ensure that the search direction d, satisfies this

condition, substituting (3) into condition (16), we have
OV A Y =908 - 17)
Motivated by idea of Li and Fukushima (Li and Fukushima,
2001), based on the modified secant condition
GiS =Gy +nl)s, =y +ns,,m>0 (18)
B Sk =Yk ¥1 S =12
we can present the new conjugacy condition :

diaze =905 e 19)
Substituting (3) into condition (18), we have

T s (20)
These line search strategies require the descent condition
gl d., <0, foralk .. (21)

however most of conjugate gradient methods don't always
generate a descent condition, so condition (21) is usually
assumed in the analyses and implementations, Zhi-Feng Dai
(Zhi, 2011).

The structure of the paper is as follows. In section (2) we
present the new formulas g and B**?. Section (3) show that

the search direction generated by this proposed algorithms at
each iteration satisfies the sufficient descent condition and



Iragi Journal of Statistical Sciences (24) 2013 [5]

descent algorithm. Section (4) establishes the global convergence
property for the new CG-methods. Section (5) establishes some
numerical results to show the effectiveness of the proposed CG-
method and Section (6) gives a brief conclusions and discussions.
2. The new formulas and Algorithms :

In this section, we derive a new conjugacy condition based
on modified secant condition. From modified update formule, we
have the following secant condition

BiuSi =2 . (22)
Since (22) is true for all positive and symmetric matrix, in
practical true for diagonal matrix then we can assume
Bep=y1t L (23)
On the other hand, from the equation (18), we have
Ye BeaSk = Vi Vi +7 Vi S
Ve(Z DS, =YY ¥ YeSe e (24)
7 Vi Sk =YiYi +1YicSy

then we get
2 T
I Y s (25)
Yi Sk
Therefore, from the above equation, we have
1 'S
By~ — = IS s (26)

4 ||Yl<||2 +n YISK
Then the Newton direction d,,, =-y'g,,, can be written as :

.
dey = {ZYK—SKT}gm .......... (27)
||Yk|| +1Y Sk

use the conjugacy condition (10) because Newton direction are
conjugate gradient with exact line searches :
T
S
_zyk—kT OeaYe =GV + By (28)
||Yk|| +1 Y Sk
Then we have

y-krsk gLﬂ’k
T (5 S 2 (29)
i { ||yk||2+ny1sk}dlvk
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T T
dk+1 =—0yu t 1- zyk % gk:lyk dk .......... (30)
||Yk|| +17 Y Sk dy Yy

Since, s, =a,d, then:

T T
Aoy =—Gyy +|1-— T JeYe g L (31)
||Yk|| +1YiS, ) Y S

where new formulae denote by g is defined by :

T T
Newt _ | YiS ¥ (32)
‘ { ||Yk||2 +n ylsk} di Y

We can therefore modify the Eq. (32) and Eq. (31) by

using the idea of Dai and Laio (Dai and Liao, 2001) and
combining the quasi-Newton condition with conjugace condition:

T
Y Sk

- 2 = “GeaYe 0k =0 L (33)
”yk” +1 Yy Sk
and
dkT+1yk = _ngyk +,Bkd;yk =0 L (34)
From (33) and (34) we get :
go=|1 S GeaYi , Gk (35)
=12kt [ Fkadk  SkdTk
||YK||2+77 yll—sk deye  diy,
Since, s, =a,d, then :
T T T
dk+1 = _gk+1 +411- 2yk Sk gk-ltlyk + gk-lflyk Sk .......... (36)
”yk” +n y1k—sk Y Sk Y Sk
where new formulae denote by g,**** is defined by :
ew ¢S T+ T+ S
Newz |1 _ 2yk k : nglyk + ng1 < (37)
”yk” 1 Y Sk dy ¥i dy Yy

It seems from (37) if exact line search used s/g,.,=0 then (37)
reduces (32).

Now we can obtain the new conjugate gradient algorithms,
as follows:

New Algorithm :
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Step 1. |Initialization. Select x eR" and the parameters
0<6,<8,<1. Compute f(x) and g,. Consider d,=-g,
and set the initial guess o, =1/||g,] .

Step 2. Test for continuation of iterations. If ||g,.,|<10°, then
stop.

Step 3. Line search. Compute ¢, , >0 satisfying the Wolfe line
search condition (8) and (9 ) and update the variables
Xeq =X +ad,.

Step 4. B, conjugate gradient parameter which defined in
(32)and (37).

Step 5. Direction computation. Compute d,,, =-g,,+8.d,. If
the restart criterion of Powell glﬂgk‘zo.z loal’, s
satisfied, then set d_,=-g, Otherwise define d=d.
Compute the initial guess o, =ad|/|d], set k=k+1
and continue with step2 .

3. The Descent Property of the New Methods :
Below we have to show the sufficient descent property for
our proposed new conjugate gradient methods, denoted by "

and g . For the sufficient descent property to hold, then
gid,<—cg,|° for k=oandc>0 .. (38)

Assumption(1):
Assumef is  bound below in the level set
S={xeR": f(x)< f(x)}; Insome
neighborhood N of S, f is continuously differentiable and its
gradient is
Lipshitz continuos, there exist L >0 such that:
lox)-g(y)|<L|x-y] vxyeN. L. (39)
From (39), we get
VeV SLygs.. (40)
Theorem (3.1) :
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If m>1 then the search direction (3) and g given in
equation (32) then, condition (38) will holds for all k>1.
Proof :

Since d, =-g,, we have gld,=-]g,|", which satisfy (34).
Multiplying (27) by g,.,, we have

Yi Oy
dl;r+lgk+1:_||gk+l||2+ 1- 2 — T dle < dl;rngrl """"" (41)
||Yk|| +1 Y Sk k Yk
T T
2 Yi Sk Oy Y 47
< +{1- d, v e, 42
||gk+1 ( LS;’yk +ny'||(' j d;—yk kgk+1 ( )
2 1 gk+1yk
< +|1- dlog.. 43
ol -2 S @)
Let m= where m is constant, then :
L+n
M 1Y
Ay 10t < G| +@—m)Zerle d“ CATg, e (44)
kyk
dr gl + @ m)-ZeYe_ gy yqr 45
k+lgk+1— ||gk+l|| +( m) T 2( kyk) kgk+1 ------- ( )
(dye i)

Applying the inequality uTVS%(”u”Z +|M[) to the second term of

the right hand side of the above equality, with u=(y/d,)g,., and
v=(0y.,d,)y, We get:

dk+lgk+l— |gk+l ((d'r )) ( gk+l ( d ) +(gk+ld )2||yk|| b """""" (46)
d-m) _@-m
dk+1g k+l — [ 2 }”g k+1|| 2(d k) (gk+1 k) ||yk||
P R N — (@)

From (47)we get :

g < | <3 o+ e LIS e @)
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1 1-
dkllgmé—[—+m}||gk+lllz+ d-m) CHCREIAT

2 2 2(dy,)’°
1 wid )’ (1
e v s T 1
k Yk

Therefore, when %Jr% >0 and 1-m <0, we get

1
d ;—‘Flg k+1 < _[E + %j”g kJrl”2

<ol

where c=1+m
2 2

Theorem (3.2) :
For the line search directions defined by

T T .
dea = Ok +{l Vi }gkﬂyk d, + Gks1Sk d,

||YK||2+77YISK dy Y, dy Y,
T T
| Zyk# =t > 1+25k—y2kthen
[yl +nyes, Iyl

d I1—+lg k+1 < _C”g k+1||2 :
Proof :

[9]

The inequality (53) holds for k=0, clearly. Now, we let

k >1. From the following inequality
UTVS%(HUZH—F”VHZ), and u,veR"

It can be derived that

(o7.as v ) (vrse o)< %((g © s I+ (s Ploe)

So, it follows from (34), (36) and (55) that

T T T
yk Sk W gk+1 yk T gk+lsk T

dT+g+: Oy 2+1_
s =0 Iy +nyis. ) Sk Vi Sk Vi

Sk gk+1 + T Sk gk+1
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0O <o+ — 7 kyk) qrs) v +vislod )*%Slgm
TP (57)
—‘Hgkﬂ *’(1 t)— ((gk+lsk) "yk" +(yksk) gk+]J )+(g:—s<)zskyk
Asty.f (st
(or.s5.f ", Iy’

<o, (2 2j+m SO - (58)

2 2

Therefore, when c:%+%>0 and s; vy, —M+%go we get

1t
dk+lgk+1 [2 +Ej”g k+1||2
P R — (59)

4. Global convergence :
Next we will show that CG method with g and g

converges globally. We come to study the convergence for
uniformly convex function, then there exists a constant x>0
such that
(VE) -VE(Y)) (x—y)> yx—y[ forany x,yeS oo (60)
or equivalently
vis 2 as | and ufs ] <visc<Us|t 0 (61)
On the other hand, under Assumption(l), It is clear that there
exist positive constants B such
IX|<B,vxes L. (62)
Proposition:
Under Assumptionl and equation(62)on f, there exists a
constant y > 0such that

Vi®)|<y , vxes (63)

Lemma(l):
Suppose that Assumption(1) and equation (62) hold.
Consider any conjugate gradient method in from (2) and (3),
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where d, is a descent direction and «, is obtained by the strong
Wolfe line search. If

1
Z—Z = (64)

k>1 dk+1

then we have
liminf||g,|=0. ... (65)

k—o0

More details can be found in (Dai and Liao, 2001) and
(Tomizuka and Yabe, 2004).

Theorem (4.1):

Suppose that Assumption (1) and equation (62) and the
descent condition hold. Consider a conjugate gradient method in
the form(2)—-(3) with g as in (32), where «, is computed from
Wolf line search condition (8) and (9). If the objective function is
uniformly on S, then r!iflinf”gk” =0.

Proof :

Firstly, we need simplify our new g, So that our
convergence proof will be much easier. Let szy[#’
||Yk|| +17 Yy Sy

where w is constant, we obtain :

;
A = (1_W)%F—lyw .......... (66)
k Yk
Now, we get
= g-kr+lyk
0wl = H_ Ges + (L~ W)dT— del e (67)
k Yk
T T
e
k Yk k Yk
T T
= _gk+1 +%Sk —W%Sk
k Yk Kk Ok
<Joeal+ lowatlsl” . low.ssl”
<|g.. 2 2
s ]

L L
< ||gk+1||(1+;—W;J .......... (68)
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ld,. < (%‘W)LJ; .......... (69)

This relation shows that

1
> l=c 70
Zif i J;/EQ i o

Therefore, from Lemma 1 we have lim inf g,/ =0, which

for uniformly convex function equivalent to !im||gk|| =0.

Theorem (4.2):
Suppose that the assumption 1 holds and consider
conjugate gradient algorithm in the form (2)-(3) with g a

(37), where d, is descent direction and o, is obtained by Wolf
line search. If

—<o 71
2ot 0
Then
lim inf loJ=0. L. (72)
Proof :
From (40), we obtain :
T T T
Bl |gk+1yk _ Y Sk P + gk+lsk| .......... (73)
‘ ‘ deve [y’ +myise devie divi ‘
Lafd] _ Lefdi] | ad]
ple <|g,, gyl (74)
et b
From (63) and (74) we have
[dall < gl +]Beld, |
Layd] _ Louldd] , ad]
<19+ 9, —-W d
nkA|nkm{h;n‘ Amarl O
2
S FRTL VLT T S 2
A7y, | Ay [div

From the strong Wolfe conditions (8), (9) and sufficient descent
condition, we have
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dy Y > (0 -1)ged, = (1_61|gk||2 >0

.......... (76)
Lo ”dk"2 '-O‘k"dk"2 O‘k”dk”2 }
de.| <[gpfl 1+ — —w +
e "kl{ t-o)a @-ofof @-o)al
) 2 P (77)
Sllgkﬂll{“ La8 |, LaB akB_z}
l-o)” Q-0 @-o)
M <M. (78)
2 2 2
where M =1+ LakB_z —-w LakB_z + akB_z. This  relation
l-o)” (@-of" @Q-o)
implies
1 1
> >——>1=0 (79)

k>t ||dk+1||2 M 2;/2 =
Therefore, we have lim inf |lo,|=0.

5. Numerical Results:
In this section, we compare the performance of new
formals g and B CG-method to other classical CG-

method (Polak-Ribe're (PR) algorithm). we have selected (15)
large scale unconstrained optimization problem, for each test
problems taken from (Andrie, 2008). for each test function we
have considered numerical experiments with the number of
variables n=100,1000 .

These two new versions are compared with well-known
CG-algorithm, the polak-Ribe're (PR) algorithm. All these
algorithms are implemented with standard Wolf line search
conditions (8) and (9) with 5§ =0.001 and & =0.9.

All codes are written in double precision FORTRAN
Language with F77 default compiler settings. We record the
number of iterations calls (NOI), and the number of restart calls
(IRS) for the purpose our comparisons.

Table (5.1) Comparison of the algorithms for n =100

PR Newl New2
Test k k k

problems NOI IRS | NOI IRS | NOI IRS
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Extended Rosenbrock 50 19 34 18 34 18
Extended While & Holst 38 16 34 18 34 18
Extended PSC 1 15 10 10 7 10 7
Extended Maratos 94 34 67 32 67 31
Quadratic QF2 111 33 109 36 110 35
Arwhead 10 5 9 5 13 7
Nondia 13 7 16 8 15 8
Partial Perturbed Quad. 85 28 79 22 77 22
Liarwhd 25 13 23 13 23 13
Denschnc 17 8 17 10 17 10
Denschnf 22 19 23 20 22 18
Extended Block Diagonal 122 62 16 10 13 8
Generalized Quad. GQ1 11 6 11 7 11 7
Sincos 15 10 10 7 10 7
Generalized Quad. GQ2 38 12 36 13 39 17
Total 666 282 494 226 495 226
Table (5.2) Comparison of the algorithms for n =1000
PR New1 New?2
Test k k k
it Ei NOI IRS | NOI IRS | NOI IRS
Extended Rosenbrock 93 65 35 19 35 19
Extended While & Holst 348 317 36 19 32 18
Extended PSC 1 8 6 17 15 8 6
Extended Maratos 98 36 65 30 64 29
Quadratic QF2 394 174 325 92 416 127
Arwhead 39 23 17 12 21 14
Nondia 11 7 14 8 15 8
Partial Perturbed Quad. 506 264 278 55 224 52
Liarwhd 48 33 18 10 18 10
Denschnc 128 66 15 10 17 11
Denschnf 23 20 20 16 24 20
Extended Block Diagonal 130 66 17 10 13 8
Generalized Quad. GQ1 9 5 9 6 8 5
Sincos 8 6 17 15 8 6
Generalized Quad. GQ2 112 55 35 14 36 15
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Total 1955 1143 918 331 939 348

6. Conclusions and Discussions:

In this paper, we have proposed new a nonlinear CG-
algorithms based on the modified secant condition defined by
(38) and (43) respectively under some assumptions the two new
algorithms  have been shown to be globlly convergent for
uniformly convex and satisfies the sufficient descent property.
The computational experiments show that the new two kinds
given in this paper are successful .

Table (5.1) gives a comparison between the new-
algorithm and the Polak-Ribiere (PR) algorithm for convex
optimization, this table indicates, see Table (6.1), that the new
algorithm saves (26-34)% NOI and (20-72)% IRS overall
against the standard Polak-Ribiere (PR) algorithm, especially for
our selected group of test problems.

Table(6.1): Relative efficiency of the new Algorithm (n =100)

Tools NOI IRS
PR Algorithm 100 % 100 %
New Algorithm with g 74.174% 80.14%
New Algorithm with g 74.324% 80.14%

Table(6.2): Relative efficiency of the new Algorithm (n =1000)

Tools NOI IRS
PR Algorithm 100 % 100 %
New Algorithm with g 46.956% 28.95%
New Algorithm with g 48.03% 30..44%
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